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Abstract

A collection of typical examples shows the exotic behaviour of numerical methods when applied to singular perturbation problems. While standard meshes are used in the first six examples, even on layer-adapted meshes several surprising phenomena are shown to occur.
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1 Introduction

The history of singular perturbations started in the early years of the last century with Prandtl’s work in hydrodynamics (1904) and Birkhoff’s contributions to the asymptotic integration of linear ordinary differential equations (1908). Wolfgang Wasow, born in 1909, stimulated considerable mathematical activity in singularly perturbed boundary value problems with his book (1965) “Asymptotic Expansions for Ordinary Differential Equations”.

The history of numerical methods for singular perturbation problems begins in 1969 with two significant Russian papers, but its development is based on the fundamental books on asymptotic expansions by Wasow and by Vasil’eva and Butuzov (1973) (see [22] for a short historical overview).

Wolfgang Wasow worked on a variety of asymptotic problems for forty years and as a result of his influence, singular perturbations are well understood today and are a standard part of graduate students’ training in applied mathematics. His paper “The capriciousness of singular perturbations” [26] inspired the title
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of the present paper. In the introduction of his paper, Wasow explains the capriciousness of singular perturbations:

“The designation ‘singular’ is appropriate in more than one sense. When one deals with regular perturbations, intuition is usually a reliable guide as to what really happens for small $\varepsilon$. The theory of singular perturbations, however, is full of peculiar and unexpected features. The purpose of this article is to illustrate this statement by a number of typical examples. We will describe some results and try to make them plausible. For proofs and additional material the reader will have to turn to the original research papers.”

We follow Wolfgang Wasow’s approach but the features of numerical methods for singular perturbations that we present are largely unexpected.

For simplicity, we restrict ourselves to one-dimensional convection-diffusion problems (the “most ubiquitous and challenging task in the numerical approximation of differential equations” (Morton)) but also give some references to the literature for problems in several space dimensions.

2 Equidistant meshes

Consider the boundary value problems

$$
-\varepsilon u'' + b(x)u' + c(x, u) = f(x) \quad \text{in } (\alpha, \beta) \tag{2.1a}
$$

$$
u(\alpha) = A, u(\beta) = B \quad \tag{2.1b}
$$

Here $b, c$ and $f$ are given smooth functions, with the exception of Example 2.6. We study mainly linear problems with $c(x, u) := c(x)u$. The parameter $\varepsilon$ is non-negative but small, and is in general positive (only in Example 2.6 does one have $\varepsilon = 0$).

The solution of (2.1) is, for small $\varepsilon$, characterised by the existence of layers. Usually (depending on the precise boundary conditions) the solution has an exponential boundary layer at $x = \alpha$ if $b(\alpha) < 0$ and at $x = \beta$ if $b(\beta) > 0$. Furthermore, interior layers can occur if, for instance, $b$ changes sign or if the reduced equation

$$
b(x)w' + c(x, w) = f(x)
$$

has a complicated solution structure, which happens typically if $c(x, w)$ is non-linear.

In this section we discuss finite difference and finite element methods on an equidistant mesh with mesh size $h = (\beta - \alpha)/N$:

$$
\alpha = x_0 < x_1 < \ldots < x_{N-1} < x_N = \beta \quad \text{with} \quad x_i = \alpha + ih. \quad \tag{2.2}
$$

**Example 2.1 (Stability of numerical schemes).**

Consider

$$
-\varepsilon u'' - u' = 1 \quad \text{in } (0, 1), \quad u(0) = u(1) = 0. \quad \tag{2.3}
$$
In the exact solution $u(x) = (1 - e^{-x/\varepsilon})/(1 - e^{-1/\varepsilon}) - x$, we recognise the typical exponential layer term $e^{-x/\varepsilon}$ at $x = 0$.

If we discretise equation (2.3) using the central difference scheme

$$-\frac{\varepsilon}{h^2}(u_{i-1} - 2u_i + u_{i+1}) - \frac{u_{i+1} - u_{i-1}}{2h} = 1$$

(2.4)

(or using linear finite elements), then for $\varepsilon < Ch$ we observe oscillatory and inaccurate solutions; see Figure 1 for $\varepsilon = 10^{-4}$ and $N = 100$. The reason is the lack of stability in the discrete problem.

Stability here is related to the M-matrix property of the discrete problem generated. A matrix $A$ is called an M-matrix if its entries $a_{ij}$ satisfy $a_{ij} \leq 0$ for $i \neq j$ and its inverse $A^{-1}$ exists with $A^{-1} \geq 0$. The stability constant $K$ in the stability inequality

$$\|u_h\|_{\infty} \leq K\|Au_h\|_{\infty}$$

(2.5)

can be found using, e.g., the M-criterion; see [16]. In (2.5) $u_h$ is the numerical solution at the mesh points and $A$ is the matrix corresponding to the numerical method—such as (2.4).

The simplest stable discretisation is the upwind scheme

$$-\frac{\varepsilon}{h^2}(u_{i-1} - 2u_i + u_{i+1}) - \frac{u_{i+1} - u_{i-1}}{2h} = 1.$$  

(2.6)

We remark that (2.6) is equivalent to

$$-\frac{\varepsilon}{h^2}(u_{i-1} - 2u_i + u_{i+1}) - \frac{u_{i+1} - u_{i-1}}{2h} - \frac{h}{2} \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} = 1.$$  

In other words, upwind differencing can be regarded as a stabilisation technique for the central difference scheme. Figure 2 shows the oscillation-free numerical solution for first-order upwind differencing.
Today many stabilisation techniques exist; see [16]. Stability related to M-matrix properties is restricted to low-order methods. Higher-order methods are often stable with respect to a “stronger” norm (see [16]). For such methods one cannot avoid oscillations completely, but the oscillations are restricted to a small region near the layer.

**Example 2.2** (The error behaviour near the layer).

For a standard problem one expects that the error of a discretisation method decreases as the mesh size $h$ decreases. But for singularly perturbed problems this is not necessarily the case if $\varepsilon$ is fixed and $h$ varies.

Consider the problem

$$-\varepsilon u'' - u' = 2x \quad \text{in} \quad (0,1), \quad u(0) = u(1) = 0 \quad (2.7)$$

with $\varepsilon = 10^{-6}$. We apply three different finite difference methods. The first is again the first-order upwind difference method

$$-\frac{\varepsilon}{h^2}(u_{i-1} - 2u_i + u_{i+1}) - \frac{u_{i+1} - u_i}{h} = 2ih.$$ 

The second method is the second-order upwind scheme from [17]:

$$-\frac{\varepsilon}{h^2}(u_{i-1} - 2u_i + u_{i+1}) - \frac{u_{i+1} - u_i}{2h} + \frac{\lambda}{h}(-u_{i-1} + 3u_i - 3u_{i+1} + u_{i+2}) = 2ih$$

with $\lambda = \frac{1}{2} - \frac{\varepsilon}{h}$. Finally the third method is an exponentially fitted scheme: the Il’in-Allen-Southwell method

$$-\frac{\varepsilon}{h^2}\sigma(q)(u_{i-1} - 2u_i + u_{i+1}) - \frac{u_{i+1} - u_i}{2h} = 2ih$$
with $\sigma(q) = q \coth(q)$ and $q = h/(2\varepsilon)$.

Figure 3 shows the error behaviour at the first mesh node for the three methods applied to (2.7). On standard meshes, this behaviour is typical for all schemes that are stabilised but not exponentially fitted.

When first-order upwind differencing is applied to a boundary value problem with an exponential layer at $x = \alpha$, the typical error behaviour at the meshnode $x_i$ if $\varepsilon \leq h$ is of the type

$$C_1 h + C_2 \exp \left( -\gamma \frac{x_i - \alpha}{\varepsilon} \right)$$

with positive constants $C_1$, $C_2$ and $\gamma$. Therefore the error at the first mesh point is $O(1)$ if $h = \varepsilon$, and for a certain range of $h$ (and fixed $\varepsilon$) one finds that the error increases as $h$ decreases.

Of course, the situation is different for uniformly convergent schemes; these satisfy

$$|(u - u_h)(x_i)| \leq C h^\gamma$$

(2.8)

with some $C$ independent of $\varepsilon$ and $h$. Then for fixed $\varepsilon$, the error decreases as $h$ decreases; see the results for the Il’in-Allen-Southwell method (for which $\gamma = 1$) in Figure 3.

Unfortunately, the construction of exponentially fitted schemes in 2D is difficult and in the case of characteristic boundary layers is impossible; see [16]. Consequently, one should use layer-adapted meshes if one is interested in achieving high accuracy in layer regions. We shall discuss such meshes in Section 3.

**Example 2.3** (Higher-order Galerkin methods).
Consider the boundary value problem
\[-\varepsilon u'' - u' + u = 1 \text{ in } (0, 1), \quad u(0) = u(1) = 0, \quad (2.9)\]
and its finite element discretisation: using some finite element space \(V_h \subset H^1_0(0, 1)\), we seek \(u_h \in V_h\) such that
\[a(u_h, v_h) = (f, v_h) \quad \text{for all } v_h \in V_h \quad (2.10)\]
where
\[a(w, v) := \varepsilon \int_0^1 w'v' + \int_0^1 (-w' + w)v \quad \text{and} \quad (f, v) := \int_0^1 v. \quad (2.11)\]

While for linear finite elements we observe oscillations as in central differencing—see Figure 1 for a similar problem—higher-order elements behave differently. It turns out that the linear component of the Galerkin solution is satisfactory and the oscillations occur only in the higher-order modes—see Figure 4 where we used 40 elements and \(\varepsilon = 1 \times 10^{-3}\).

The behaviour of the Galerkin method with quadratic elements was first explained in [4] by decomposing the solution into
\[u_h = u_L + u_B,\]
where \(u_L\) denotes the linear part of the approximation and \(u_B\) a quadratic bubble part. Elimination of the bubble part leads to a discrete problem of the form
\[a(u_L, v_L) + S(u_L, v_L) = (f, v_L). \quad (2.12)\]
For instance, for the differential operator \(-\varepsilon u'' + \beta u'\) with constant coefficients, the stabilisation term \(S(\cdot, \cdot)\), when written in the form of a difference operator, is
\[
\frac{\beta^2 h^2}{12\varepsilon} u_{i+1} - \frac{2}{h} u_i + u_{i-1}.
\]
This stabilisation term accounts for the smooth but smeared blue curve in Figure 4.

For the standard Galerkin method and higher-order elements it turns out that stability is already guaranteed for certain subspaces of the finite element space, and only some high-frequency modes have to be stabilised [10]. Streamline diffusion can be used to stabilise the oscillating solution obtained using a Galerkin method with linear elements. This stabilisation technique can be related to the bubble stabilisation presented above for higher-order elements, and to local projection stabilisation [25].

**Example 2.4** (Weak imposition of Dirichlet boundary conditions).

We revisit the solution of the boundary value problem (2.9) by Galerkin methods with linear elements. In the standard approach the essential Dirichlet conditions are strongly satisfied for functions \(v_h \in V_h\) from the finite element space, i.e., \(v_h(0) = v_h(1) = 0\).

Is there an alternative? Already in 1971 Nitsche [13] proposed that one should satisfy the boundary conditions only weakly. To be precise, let \(V_h\) be the space of linear finite elements on the given mesh without the boundary conditions. Then integration by parts yields
\[
-\varepsilon \int_0^1 w'' v = -\varepsilon \int_0^1 w' v' - \varepsilon w v'|_0^1
\]
and now the second term does not vanish. Moreover, we have difficulties with coercivity because
\[
- \int_0^1 v' v = -\frac{1}{2} v^2|_0^1.
\]
We therefore add to the bilinear form \(a(\cdot, \cdot)\) the Nitsche quantity
\[
n(w, v) := -\varepsilon w' v|_0^1 - \varepsilon w v'|_0^1 + \frac{\varepsilon \gamma}{h} (w(1)v(1) + v(0)w(0)) + w(1)v(1),
\]
where the first term is the missing term in \(a(\cdot, \cdot)\) of (2.13), the second term is its symmetric counterpart that is zero for the exact solution, the third term helps us to enforce the boundary conditions using a penalty parameter \(\gamma\) and the last one ensures coercivity. The new weak formulation reads: Find \(u_h \in V_h\) with
\[
a(u_h, v_h) + n(u_h, v_h) = (f, v_h) \quad \text{for all } v_h \in V_h. \quad (2.14)
\]
This new bilinear form has improved stability properties. It is coercive with respect to a stronger norm:
\[
\|v\|^2_{N_1} := \varepsilon \|v'\|_0^2 + \|v\|_0^2 + \frac{\varepsilon \gamma}{h} (v^2(1) + v^2(0)) + v^2(1),
\]
Surprisingly, with weakly imposed Dirichlet boundary conditions one obtains reasonable results even for linear finite elements. We remark that it is sufficient to impose weak boundary conditions at the boundary layer; see Figure 5 where we used $\gamma = 2$ and $\varepsilon = 10^{-4}$. An error estimate in this case [18] uses a splitting
\[ u - u_h = (u - S) + (S - S^I) + (S^I - u_h) \]
of the error, where $S$ is the smooth component of the solution decomposition and $S^I$ its piecewise linear interpolant. Because there are no boundary values incorporated in $V_h$, we have the key relation $S^I \in V_h$ and all three error components can be estimated.

Weak imposition of the boundary conditions also improves high-order Galerkin methods and stabilised methods. Its use in continuous interior penalty stabilisation is discussed in [18]. For applications in fluid mechanics, see [3].

**Example 2.5** (Upwind method fails).

Consider the boundary value problem
\[ -\varepsilon u'' + \left( x - \frac{1}{2} \right) u' = x - \frac{1}{2}, \quad u(0) = A, \ u(1) = B. \] (2.15)

This type of problem is different from the examples studied so far: we have a so-called “turning point” problem because the coefficient $(x - 1/2)$ has a zero in the interval studied. The signs of $(x - 1/2)$ for $x = 0$ and $x = 1$ imply that we expect layers at $x = 0$ and $x = 1$. However, the solution of the reduced problem (which does not satisfy any boundary condition) is $u_0(x) = x + C$ with an unknown constant $C$. For the determination of $C$, see [7, Chapter 7, 3.4]. This situation is known as “resonance” because an eigenvalue of the differential operator tends to zero as $\varepsilon \to 0$. 

Figure 5: Galerkin method (2.14) with weakly imposed boundary conditions
Consider (2.15) with \( A = -1/2 \), \( B = 1/2 \) and the solution \( u(x) = x - 1/2 \), so no boundary layer is present. One expects the upwind method to work for this problem. But for several combinations of \( N \) and \( \varepsilon \) we obtain discrete solutions that are wrong: the error at the interior meshpoints is of order \( O(1) \) (see Figure 6 where \( \varepsilon = 10^{-3}, \) and \( N = 64 \) and 128).

Surprisingly, in [23] uniform convergence of the Il’in-Allen-Southwell scheme was proved for a similar problem, namely

\[ -\varepsilon u'' + xu' = 0, \quad u(-1) = A, \quad u(1) = B, \]

which has reduced solution \( u_0 = C = (A + B)/2 \) and two boundary layers. But this theoretical result has limited practical value because the conditioning of the discrete scheme degrades as \( \varepsilon \) decreases. For instance, with \( \varepsilon = 0.01 \) it was not possible to solve the discrete problem for \( N > 24 \) even in double precision; see [23,24]. Quadruple precision improved the situation somewhat.

It is more or less an open problem to handle numerically such ill-conditioned boundary value problems.

**Example 2.6** (Oscillations in the vicinity of a shock layer: is there a Gibbs phenomenon?).

Let us study the pure convection problem

\[ b(x)u' + c(x)u = f(x) \quad \text{in} \quad (\alpha, \beta) \]  

with the condition \( u|_{\Gamma_-} = 0 \). Here \( \Gamma_- \) denotes the inflow boundary: \( \alpha \in \Gamma_- \) if \( b(\beta) < 0 \), while \( \beta \in \Gamma_- \) if \( b(\alpha) > 0 \). If the condition \( c - b'/2 \geq \mu > 0 \) is satisfied, the problem (2.16) has a unique solution in \( V = \{ v \in L_2 : bv' \in L_2 \} \) and \( v|_{\Gamma_-} = 0 \).

If we use linear finite elements to solve (2.16), we observe the usual oscillations for convection-diffusion problems. Moreover, it is well known that the
standard Galerkin method cannot produce optimal error estimates. As early as 1984, the authors of [9] proposed the use of streamline diffusion or discontinuous Galerkin methods instead of the standard method. If the solution of the given problem is sufficiently smooth, then similar error estimates can be proved for both methods. Here we want to compare a Galerkin method using linear elements, with and without streamline diffusion, and a discontinuous Galerkin method for the problem

$$-xu' = xe^x \quad \text{in} \ (-1, 1) \quad \text{with} \quad u(-1) = u(1) = 0. \quad (2.17)$$

The solution is characterised by a shock at $x = 0$.

As is seen in Figures 7 and 8, for standard Galerkin and streamline diffusion there are oscillations in the discrete solution, while for streamline diffusion the oscillations are restricted to a neighbourhood of the shock layer. Nevertheless the oscillations around the discontinuity are not reduced by increasing $N$; in this sense we have a Gibbs phenomenon for the streamline diffusion method.

For discontinuous Galerkin on the other hand, the situations is completely different: the oscillations tend to zero as the mesh size tends to zero—see Fig-
Figure 9: Discontinuous Galerkin for (2.17) with $N = 50$ left and the error right.

ure 9. Consequently, for problems whose solutions exhibit discontinuities we recommend the use of the discontinuous Galerkin method [14].

3 Layer-adapted meshes

Assume that the linear convection-diffusion problem (2.1) is posed in the interval $(0, 1)$ and has exactly one (boundary) layer at $x = 0$ that is characterised by the function $\exp(-\gamma x/\varepsilon)$. Then it is natural to condense the mesh in the layer region near $x = 0$. In 1969 N.S. Bakhvalov [2] introduced a mesh that was defined by a mapping onto a scaled boundary layer function and was graded inside the layer region. In the early 1990s G.I. Shishkin [19] (see also the recent [20] for finite differences on piecewise equidistant meshes) proposed a much simpler piecewise equidistant mesh. For an overview of layer-adapted meshes we recommend the recent survey [12].

We refer to the fine mesh as “the nodes in the layer region”, and the coarse mesh as “the nodes outside the layer region”. We consider both layer-adapted meshes in this section and define them now.

A Bakhvalov-type mesh has mesh points $x_i = \lambda(i/N)$ for $i = 0, 1, \ldots, N$ defined by the mesh-generating function

$$
\lambda(t) = \begin{cases} 
\psi(t) := -A\varepsilon \ln \left(1 - \frac{t}{q}\right) & \text{for } t \in [0, \tau], \\
\pi(t) := \psi(\tau) + (t - \tau)\psi'(\tau) & \text{for } t \in [\tau, 1]
\end{cases}
$$

(3.1)

with $q$ roughly the portion of mesh points used to resolve the layer and $A$ a constant that depends on the underlying problem. For the standard Bakhvalov mesh the point $\tau$ satisfies

$$
\psi'(\tau) = \frac{1 - \psi(\tau)}{1 - \tau}.
$$

This nonlinear equation cannot be solved explicitly, but the approximation
\( \tau = q - A \varepsilon \) gives Bakhvalov-type meshes with similar properties; see [1]. For the following examples we use this definition of \( \tau \) with \( q = 1/2 \) and \( A = 2 \).

Shishkin’s piecewise equidistant meshes are much simpler. They are defined by

\[
x_i = \begin{cases} 
  ih & \text{for } i = 0, 1, \ldots, N/2, \\
  1 - (N - i)H & \text{for } i = N/2 + 1, \ldots, N,
\end{cases}
\]

with \( h = \frac{2\sigma}{N}, \quad H = 2(1 - \sigma)/N \) and \( \sigma = \sigma_0 \varepsilon \ln N \). Typically \( \sigma_0 \) is equal to the formal order of the numerical method or is chosen to accommodate the error analysis. We will use \( \sigma_0 = 2 \).

In 1D, many convergence results for several discretisation methods on these (and other layer-adapted meshes) are known, while in 2D we have results mainly for Shishkin and Shishkin-type meshes [12,16]. For instance, central differencing or linear finite elements satisfy in 1D the following error estimate, which is uniform with respect to \( \varepsilon \):

\[
\max_{i=0,\ldots,N} |u(x_i) - u^N(x_i)| \leq C \begin{cases} 
  N^{-2} & \text{for a Bakhvalov-type mesh}, \\
  (N^{-1} \ln N)^2 & \text{for a Shishkin mesh}.
\end{cases}
\]

**Example 3.1 (Oscillations on layer-adapted meshes).**

For central differencing on layer-adapted meshes one loses the M-matrix property of the discrete problem, which is the basis of stability for some upwind techniques. Nevertheless, the use of layer-adapted meshes induces some additional stability. In fact, proofs of (3.3) are based on the \((l_\infty, l_1)\) or \((l_\infty, w_{-1,\infty})\) stability of the discrete operator; see [12].

Although graphs of the numerical solutions generated by central differencing on layer-adapted meshes look satisfactory, the computed solutions have small oscillations on the coarse mesh; see Figures 10 and 11.

While for an S-mesh the error is smaller outside the layer than inside the layer, for a Bakhvalov mesh the maximum error is obtained on the coarse mesh (see Figures 10 and 11 for problem (2.3) with \( N = 32 \) and \( \varepsilon = 1e-6 \)).

We remark that an unorthodox way of extracting useful information from the oscillatory central difference solution is described and analysed in [21]. Using central differencing, solve the discrete problem on an equidistant mesh \( \{x_i\}_0^N \), then add an extra grid point in the mesh interval \((0, x_1)\) and solve the problem again; for each of these two (oscillatory) computed solutions join the nodal values by straight lines (i.e., construct the piecewise linear finite element solution); finally, find the points \((\hat{x}_i, \hat{y}_i)\) where these two piecewise linear solutions intersect. Then one has \( x_{i-1} \leq \hat{x}_i \leq x_i \) for all \( i \) and \( \max_{0 \leq i \leq N-1} |u(\hat{x}_i) - \hat{y}_i| \leq CN^{-2} \).

Summarising: on layer-adapted meshes one can use standard discretisation techniques but some small oscillations still appear in the discrete solution. Additional stabilisation improves the situation. See [15] for a survey of stabilisations on layer-adapted meshes.
Figure 10: Errors for Central Differences on a Shishkin mesh, left fine mesh, right coarse mesh

Figure 11: Errors for Central Differences on a Bakhvalov mesh, left fine mesh, right coarse mesh
Example 3.2 (Order reduction for S-meshes that are not locally almost equidistant).

Now suppose that we have a modified Shishkin mesh for handling a convection-diffusion problem with an exponential boundary layer at $x = 0$, namely

$$
x_i = \begin{cases} 
    ih & \text{for } i = 0, \ldots, N/2, \\
    \text{arbitrary} & \sigma_0 \varepsilon \ln N = x_{N/2} < x_{N/2+1} < \ldots < x_N = 1,
\end{cases}
$$

with $h = 2\sigma_0 \varepsilon \ln N/N$ where $\sigma_0 = 2$ is chosen in our experiments.

The question is: Does the non-uniformity of the coarse mesh influence the convergence rate for linear finite elements?

At first sight, error estimates in the energy norm, supercloseness results and $L_2$-norm error estimates give the impression that this is not the case. But a careful study of the pointwise error [5] shows that the convergence rate can be $N^{-\delta}$ if the coarse mesh sizes $H_i$ hold $|H_i - H_{i+1}| = \mathcal{O}(N^{-\delta})$. A locally almost equidistant mesh is a mesh for which $\delta = 2$. A mesh $\{\hat{x}_i\}$ with $\delta = 1$ can be generated by taking a standard Shishkin mesh $\{x_i\}$ and moving all even-index inner grid points of the coarse mesh a distance $H/4$ to the right, viz.,

$$\hat{x}_{2i} := x_{2i} + H/4,$$

and a mesh $\{\tilde{x}_i\}$ with $\delta \in (1, 2)$ can be constructed in a similar manner by moving the even-index inner grid points of the coarse part of a Shishkin mesh:

$$\tilde{x}_{2i} := x_{2i} + H^\alpha$$

with $\alpha = \delta$.

We consider the test problem

$$-\varepsilon u'' - u' = -2\varepsilon - 2x,$$
$$u(0) = u(1) = 0,$$

whose exact solution is $u = x^2 - 1 + \frac{\exp(-x/\varepsilon) - \exp(-1/\varepsilon)}{1 - \exp(-1/\varepsilon)}$.

For the numerical experiment we use $\varepsilon = 1e-8$, the standard Shishkin mesh $\{x_i\}$ and the shifted meshes $\{\hat{x}_i\}$ and $\{\tilde{x}_i\}$ with $\alpha = 5/4$ as described above. Figure 12 shows the corresponding error curves and we observe a reduced order of convergence for the perturbed meshes.

For stabilised methods one would expect better behaviour. In fact, for streamline diffusion the convergence rate is insensitive to the perturbation of the grid; see [5].

Thus non-stabilised methods for convection-diffusion problems have at least two drawbacks: the methods are relatively sensitive with respect to perturbations of the grid and it is difficult to solve efficiently the discrete problems generated.
Example 3.3 (Parasitic and inaccurate solution for a nonlinear problem with an interior layer).

For nonlinear problems the reduced equation may have more than one solution. It is then unclear which of these is the correct limit (as $\varepsilon \to 0$) of the exact solution in a given subinterval and where a transition from one reduced solution to another might take place.

In [6] Howes discusses in detail the analytical behaviour of solutions of

$$-\varepsilon^2 u'' + F(x, u, u') = 0, \quad u(\alpha) = A, \quad u(\beta) = B$$

for the cases $F(x, u, u') = r(x, u)$ and $F(x, u, u') = f(x, u)u' + g(x, u)$ and also the quadratic case $F(x, u, u') = p(x, u)u^2 + q(x, u)u' + r(x, u)$.

Here we consider the semilinear reaction-diffusion problem

$$-\varepsilon^2 u'' + c(x, u) = 0, \quad u(\alpha) = A, \quad u(\beta) = B. \quad (3.5)$$

In particular we are interested in having a shock layer at an interior point $x^*$ of $(\alpha, \beta)$, for which sufficient conditions are given by [6, Theorem (4.4)]. Without presenting all the details, sufficient conditions are characterised by the existence of two solutions $u_L$ and $u_R$ of the reduced problem, which are in some sense stable, and are such that

$$u(x) = \begin{cases} 
  u_L + \chi_L + \mathcal{O}(\varepsilon) & \text{for } \alpha \leq x \leq x^* \vspace{1mm} \\
  u_R + \chi_R + \mathcal{O}(\varepsilon) & \text{for } x^* \leq x \leq \beta \vspace{1mm} 
\end{cases} \quad (3.6)$$

here $\chi_L$ and $\chi_R$ are shock layer functions at $x = x^*$, while $u_L$ satisfies $u_L(\alpha) = A$ and $u_R$ satisfies $u_R(\beta) = B$. Moreover, assuming $u_L < u_R$, the functional

$$J(x) = \int_{u_L(x)}^{u_R(x)} c(x, s) ds$$
Figure 13: Numerical solutions for (3.7) using $x_N^* = 0.1, 0.3, 0.5, 0.7$ and $0.9$ from left to right

has to have certain properties. The important point $x^*$ is characterised by $J(x^*) = 0$.

A standard example from the literature (see, e.g., [11]) is the boundary value problem

$$-\varepsilon^2 u'' + u(u - 1) \left( u - \left( x + \frac{3}{2} \right) \right) = 0, \quad u(0) = 0, \quad u(1) = \frac{5}{2}. \quad (3.7)$$

Here $u_L \equiv 0$ satisfies $u_L(0) = 0$ and $c_u(x, u_L) = x + 3/2 \geq 3/2$ which guarantees its stability. Furthermore, $u_R = x + 3/2$ satisfies $u_R(1) = 5/2$ and $c_u(x, u_R) = (x + 3/2)(x + 1/2) \geq 3/4$. The reduced solution $u \equiv 1$ is unstable. It is easy to see that

$$J(x) = \int_0^{x+3/2} s(s - 1) \left( s - \left( x + \frac{3}{2} \right) \right) ds = \left( x + \frac{3}{2} \right)^3 \left( \frac{1}{2} - x \right) / 12$$

has exactly one zero in $(0, 1)$: $x^* = 1/2$. The shock layer is located here.

Now we solve (3.7) numerically using the central difference scheme on a Shishkin mesh for the shock layer region. For a given value $x_N^* \in (0, 1)$ a fine equidistant mesh using $N/2$ intervals is defined on $[x_N^* - \lambda, x_N^* + \lambda]$ with $\lambda = 4.2\varepsilon \ln N$ following the suggestions in [11]. Outside this interval a coarse equidistant mesh is constructed.

The first surprising fact is: if one centers the fine mesh at any point $x_N^*$ in $(0, 1)$, the computed solution has an interior shock layer around that point, as shown in Figure 13. In this sense the position of the fine mesh selects a particular solution from the list of possible solutions because of the non-uniqueness property of these non-linear problems.

If we stretch the numerical solution we see a completely different behaviour of the numerical solutions for the different choices of $x_N^*$: see Figure 14 for...
Figure 14: Stretched numerical solutions for (3.7) using \( x_N^* = 0.3 \) left and \( x_N^* = 0.5 \) right

\( N = 160 \) and \( \varepsilon = 2e - 3 \). In these examples the fine mesh starts at \( i = 40 \) and ends at \( i = 120 \). For \( x_N^* = 0.3 \) the transition between \( u_L \) and \( u_R \) starts at the right end of the fine mesh, at which \( x \approx 0.34 \), but for \( x_N^* = 0.5 \) the transition is in the middle of the fine mesh.

In order to solve the discrete nonlinear system we use Newton’s method. It turns out that the choice of the initial solution \( u_0 \) is extremely important. The use of a linear interpolant of the boundary values yields no convergence. We use instead \( u_0 = u_R \) to the right of the fine mesh and \( u_0 = u_L \) elsewhere.

For \( x_N^* = 0.5 \) we observe extremely slow convergence of Newton’s method. This differs from the case \( x_N^* \neq 0.5 \).

Even if the layer-adapted mesh is correctly located (for our example, centred on \( x_N^* = x^* = 0.5 \)), nevertheless the computed solution can be inaccurate. In [11] it is proved that for a certain range of \( N \) and \( \varepsilon \) there exists a constant \( \tilde{C} \) such that

\[
|u_N^i - u(x_i - \tilde{C}\varepsilon)| \leq C(N^{-1}\ln N)^2.
\]

Consequently, the error in the layer region can be \( O(1) \) since the computed solution lies close only to a translation of the exact solution. This observation is the basis for a post-processing procedure [11] that generates an accurate numerical solution. In our numerical examples one has \( \tilde{C} \approx 2.2 \) and we can construct an approximation to the exact solution by shifting the numerical solution \( 2.2\varepsilon \) to the right; see Figure 15 for a close-up of the numerical solutions around \( x_N^* = x^* = 0.5 \).

For nonlinear singularly perturbed problems, at present there are few results in the literature regarding robust numerical solution methods. In particular, interior layers cause enormous difficulties. The examples in [26] show that this is unsurprising: some nonlinear problems exhibit exotic analytical phenomena that are completely different from the properties of linear problems.
Figure 15: Numerical solutions and shifted ones for (3.7) and $\varepsilon = 2e - 3$ left, $\varepsilon = 2e - 4$ right

**Conclusion**

Singularly perturbed boundary value problems are often used as test problems for checking the quality of numerical methods.

As our examples show, on standard locally uniform meshes it is difficult to guarantee high accuracy near the layers even for one-dimensional problems. While for some linear one-dimensional problems it is still possible to construct uniformly convergent schemes (such as the Il’in-Alen-Southwell-scheme), in 2D or for nonlinear problems one should use layer-adapted meshes. In some practical applications it is sufficient to obtain accurate solutions far from the layers—then stabilised methods such as streamline diffusion or discontinuous Galerkin work well.

In the last ten years the analysis of discretisation methods on layer-adapted meshes has made some progress insofar as linear problems with straightforward layer structures can be analysed—see [12,16]. But many open problems remain. For instance, the interaction of singularities and layers is not well understood at present. Moreover the layer-adapted meshes used are constructed a priori but not a posteriori: all existing adaptive codes in 2D have difficulty in detecting the layers in convection-diffusion problems that have different layers (see the examples in [8]).

We hope that our paper encourages the reader to enter the fascinating world of singularly perturbed problems and to attack in the near future some of the unsolved problems that we have described.
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